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Summary 

The branching ratio kl,/k,,, for 

O(‘D) + N20 
Nz+02 

2N0 

has been measured. O(‘D) was produced from NzO photolysis at 184.9 nm. 
The photolyses were carried out at [N,O] = 9.6 X 101’ to 4.3 X 101s ml-l 
and [He] = 0 or 2.1 X 1019 to 2.4 X 1019 ml-l. The product Nz was deter- 
mined by gas chromatography; NO and its oxidation product NO2 were each 
determined with a chemiluminescence analyzer. The measurements yield 
R. = 0.73 f 0.11 and RHe = 0.92 f 0.10 for “hot” and for thermally modified 
(with He) O(‘D), respectively. These error limits pertain to accuracy. Exclu- 
sion of systematic errors common to both sets of experiments leads to 

Ro/%I, = 0.80 + 0.10, indicative of a definite effect of the O(‘D) kinetic 
energy on the branching ratio. Analysis of these and previous data suggests 
good agreement within realistic error limits. 

1. Introduction 

The reaction of O(lD) with NzO 

O(‘D) + N20 --* Nz + O2 (la) 

-+ 2N0 (lb) 

is thought to be the predominant source of NO in the natural stratosphere 
and hence it is important in controlling [O,] in that environment [ 11. The 
overall reaction (1) proceeds rapidly (k, = 1.1 X 10WIO ml molecule-’ s-l 
[ 21) while other reaction paths, such as deactivation [ 3] to O(3P) and 
formation [43 of N + NOz, have been shown to account for less than 4% of 
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the reaction events. As a result considerable interest has centered on an 
accurate determination of R = k&k Ib. 

R has been determined in a number of experiments using O(‘D) derived 
from UV photolysis of suitable parent molecules (N&J, NOs, 0s and 02). 
These experiments have led to apparently conflicting results. Several investi- 
gators 14, 51 have found that R = 1 but others f6, 7] suggest R = 0.7. It has 
been suggested [7] that this difference in R is related to “thermalization” of 
the originally translationally hot O(rD) formed in the photolysis; indeed 
Heicklen’s group showed [7] that the addition of helium to thermal&e the 
O(lD) led to an increase in R from 0.65 to 0.83. However, Wiebe and 
Paraskevopoulos (WP) 143 obtained the same value of R both from trans- 
lationally hot O(‘D) and from O(lD) thermalized by helium and neon; 
Preston’s results [ 51 also suggest no kinetic energy effect on R. Work from 
the same laboratory moreover suggests [S] that the O(‘D) may, in most of 
these measurements, have been only partially thermalized; “thermally 
modified” O(lD) thus appears to be a more appropriate expression here. 

In view of these small, but possibly significant, discrepancies in mea- 
surements of R, further careful work, in which considerable attention is 
given to defining the accuracy of the results and in which additional experi- 
mental methods are applied to the problem, is needed. The present work is 
one such approach. In this work N2 and NO from 

NzO + hv -+ N2 + O(‘D) h = 184.9 nm (2) 

followed by reaction (1) are measured. The method of analysis used allows 
measurement of both [NO] and [NO,] after the photolysis (their sum cor- 
responds to the total [NO] formed in reaction (lb)) and is thus independent 
of subsequent reactions. A chemiluminescence NO/NO, (= NO + N02) 
analyzer [9, lo] based on the NO/Os chemiluminescent reaction was used 
for this analysis. Our findings, like those of the earlier work, pertain to room 
temperature. The R values obtained have been reported in preliminary form 
[ 111. Simultaneously with this work a mass spectrometric study was per- 
formed by Davidson et al. [ 121 which included measurements from 170 to 
434 K. For 290 K their R values are 0.68 f 0.11 for photolysis of pure NsO 
and 0.79 -t 0.13 for [He] > lO[NsO]. 

2. Experimental 

2.1. Apparatus and method 
A diagram of the apparatus is shown in Fig. 1. The reactor, a 360 ml 

Pyrex sphere containing a Teflon stirring bar, was provided with a sidearm 
2.1 cm i.d. by 4.5 cm long which was sealed with a Suprasil quartz window 
0.3 cm thick. The flask was attached to a mercury-free vacuum line for 
filling and evacuation. Sample pressures were measured using either of two 
absolute dial gauges, 0 - 20 and 0 - 400 Torr respectively, which were cali- 
brated against a Zimmerli-type mercury manometer. During calibration, a 
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Fig, 1. Schematic diagram of the apparatus for 0(1D)JN20 measurements. 

liquid nitrogen trap was placed between the Zimmerli gauge and the dial 
gauges to prevent contamination of these dial gauges with mercury. Actinic 
radiation at 184.9 nm was provided by a low pressure glow of mercury in 
argon sustained by a 120 W microwave (2450 MHz) discharge source operated 
at 70 - 100% of maximum output. The discharge tube (0.8 cm i.d.) was 
attached directly to the quartz window of the reactor for maximum intensity. 

From the steady state assumption for O( ‘II) for reactions (1) and (2) 
it follows (compare, for example, WP [43 ) that 

k gala=__ fN2l 1 = xNz _ 1 

kl, [NO]-F XNO 2 
(3) 

where X,, and X,, are the mole fractions of Ns and NO produced from 
reactions (la) and (lb). The value of R is obtained from measurements of 
XNz and XNo after photolysis. For N2 a gas chromatograph (g.c.) equipped 
with a molecular sieve 5A column operated at about 380 K was used. To 
facilitate sampling without accidental contamination with air, a helium- 
purged sampling valve with a stainless steel sample loop of volume about 
10 ml was attached directly between the g-c. and the reactor. The NO/NO, 
chemiluminescence analyzer operated at a sample flow rate of 3 ml (STP) s-l 
and a reactor pressure of approximately 4 Torr. For most of this work this 
instrument was equipped with an N02-to-NO converter of which the active 
element is Pt-Rh resistance wire maintained at 1100 K by joule heating. 

The photolysis experiments were carried out on pure NzO (30 - 130 Torr) 
and on NzO (30 - 130 Torr)-He mixtures at atmospheric pressure. Experi- 
ments with .and without added helium were interspersed. NsO (minimum 
purity 99.9%) and helium (minimum purity 99.995%) were used without 
further purification. The photolyses were carried out for periods ranging 
from 39 to 120 min with continuous stirring, with an additional 10 min of 
post-experimental stirring to ensure thorough mixing. Part of the photolyzed 
mixture was then expanded into the g.c. sampling loop for XNq measurement 
and the remainder was used for NO, analysis. 

To determine XN, the content of the sampling loop was injected into 
the g.c. The g.c. was calibrated with a standard mixture of Ns (5.22%) in 
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helium using the same technique as in sample analysis, i.e. the calibration gas 
was introduced into the reactor and transferred to the g.c. in the same 
manner as the photolyzed mixture. The g.c. response at a number of reactor 
pressures P, was measured and plotted against P,X,,. Using this calibration 
plot, the g.c. response from the photolyzed mixtures was determined. To 
ascertain that no systematic errors resulted in the analysis owing to the 
presence of helium, in one undiluted NsO experiment the reactor was 
brought to atmospheric pressure with helium before Nz and NO analysis. 

For determination of X,, a portion of the photolyzed mixture, con- 
taining about 5 - 10 Torr NzO, was admitted to the 2 1 exponential dilution 
flask (Fig. 1) where it was brought to atmospheric pressure with Ns. After 
stirring for 10 min the flask was connected to the NO/NO, monitor. NO/NO, 
measurements were made over dilution periods of about 16 min. Nz was 
used as dilution gas and stirring was continuous. NO and NO, were monitored 
alternately for periods of about 4 min each. Plots of these measurements, 
NO(N0,) versus time, were then extrapolated to t = 0 to determine the [NO] 
and [NO,] (and hence by subtraction also [NO,] ) originally present in the 
dilution flask. From a knowledge of the original pressure of the undiluted 
sample in the dilution flask, the mole fractions XL0 and XL,, in the photo- 
lyzed mixture were obtained. Since the NOz is the result of oxidation of NO 
by Oz formed during the photolysis, the sum of these quantities is the XNO 
to be used in eqn. (3). In some experiments a second sample was admitted 
from the reactor into the dilution flask for analysis; the resulting XNo was 
found to agree within experimental error with those of the first determina- 
tion. The calibration of the monitor was checked before and after each 
photolysis experiment with a standard mixture of 96 + 2 ppm NO in Nz. 

A complicating factor in these NO, measurements was the presence of 
NzO. The low flow Pt-Rh catalytic NOz-to-NO converter [9] used in most 
of this work is normally heated resistively to about 1300 K at which temper- 
ature 99% of the NOz is converted to NO. At this temperature up to 1% of 
the NzO is also converted to NO. Because of the large excess of NzO in the 
photolyzed mixture, such high N20 conversion was unacceptable in the 
present work. However, by reducing the temperature of the converter to 
about 1100 K, the NzO conversion was reduced to an acceptable level (0.01 - 
0.08%), for which reasonable corrections could be made. Under these con- 
ditions the NOz-to-NO conversion efficiency was 75 f 15%. In attempts to 
use a stainless steel converter [9] at about 1100 K, it was found that while 
NzO conversion was again minimal, the response of this converter is highly 
erratic under these conditions and therefore it was not used. Chemical con- 
verters [9] operate at lower temperatures and do not convert NzO. In some 
experiments a Mohr’s salt (FeS04- (NH4)&S04-6HzO) converter at room 
temperature [ 13, 141 was therefore used; no measurable NsO conversion 
occurred and the NOz-to-NO conversion efficiency was found to be 90 + 10%. 
Results obtained with the ft-Rh and the Mohr’s salt converters are in good 
agreement (see later)_ 
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2.2. Correction factors and error analysis 
The data were analyzed in two groups (photolyses of “pure” NO2 and 

NzO diluted in helium) using a propagation of errors treatment for random 
errors [ 153, Each experimental value of RI was subjected to this treatment 
and an uncertainty ui due to random errors was obtained. The values of (pi 
were used to obtain a weighted average of E according to [ 161 

The standard deviation u in the mean was obtained from 

1 112 
u= 

I IZ it1/Ui2) t 

Estimated systematic errors were summed for each experiment and the 
average of these was added to u to obtain an estimate of the absolute accuracy. 

A number of correction factors had to be applied to the raw data. These 
are discussed here with the associated random and systematic errors. 

2.2. I. Random errors 
(1) A small difference in response was observed between measurements 

of the same “NO2-free” NO samples in the NO and NO, modes of the chemi- 
luminescence analyzer. The “NO, ” mode yielded consistently lower readings 
than the “NO” mode, by 2 f 1% with the Pt-Rh converter and by 3.5 f 1% 
with the Mohr’s salt converter. These differences are apparently related to a 
small decrease in sample flow in the NO, mode and the NO, measurements 
obtained were corrected for this effect. 

(2) The random error in extrapolating the NO/NO, exponential dilution 
plots back to t = 0 is estimated not to exceed f 1%. 

(3) For experiments with the Pt-Rh converter a correction had to be 
apphed for N20 conversion to NO. Because of variations in the efficiency of 
this process, which is strongly temperature dependent, the magnitude of the 
correction needed was frequently checked. In most of the work this correc- 
tion was 0.08% resulting, in the worst case, in having to subtract 7.8% from 
the NO, reading. We estimate the error in this procedure to be no more than 
50% of the correction factor; this thus introduces a maximum random un- 
certainty of f 3.9% in XNO. When the Mohr’s salt converter was used, of 
course, no such error was involved. 

(4) [NO,] in the photolyzed mixtures was in the range 0 - 15% of total 
[NO,] . As discussed in Section 2.1 the Pt-Rh converter operated at an 
N02-to-NO conversion efficiency of 75 f 15% and the Mohr’s salt converter 
at 90 + 10%. The maximum random error in X,o due to uncertainties in the 
NO2 conversion efficiency is f 2.25% for the Pt-Rh converter and f 1.5% 
using the Mohr’s salt converter_ 

(5) Errors resulting from reading the dial pressure gauges are estimated 
to be a maximum of + 2% over the pressure range measured in these experi- 
ments for both the N2 and NO determinations. 
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(6) The error in individual gas chromatographic determinations of Na 
from the photolysis mixture was obtained from the scatter in the calibration 
data as 4 7.2% in the undiluted NzO samples and f 2.5% in the NsO samples 
diluted with helium. 

2.2.2. Systematic errors 
Systematic errors arise because of uncertainties in concentrations of N2 

and NO in the two calibration mixtures, uncertainties in the calibration of 
pressure gauges and uncertainties in the determination of the various correc- 
tion factors. 

(1) The uncertainty in the concentration of NO in the calibration sam- 
ple is estimated to be no more than 2%. 

(2) The calibration gas obtained from the Matheson Co. was analyzed 
by the manufacturer to be 5.22% Nz in helium with an accuracy of 2% of 
the Ns content. A second analysis on this gas cylinder performed at M.G. 
Scientific yielded 5.23% with an accuracy of 1%; because of the good agree- 
ment the latter was used as the accuracy figure. 

(3) From the dial pressure gauge calibration against the Zimmerli gauge, 
the absolute pressure is accurately known to,0.3% in the range of the present 
measurements. 

(4) The systematic error in the g.c. calibration was taken to be numer- 
ically equal to the standard deviation of the calibration measurements, i.e. 
1.8% for undiluted NzO measurements and 1.2% for the .NsO-He mixtures. 

(5) The N,O interference resulting from the use of the Pt-Rh converter 
was taken to be 25% of its value as a systematic error. This is one-half the 
uncertainty of a given measurement (four such interference determinations 
were made). No such error contribution is present for the Mohr’s salt con- 
verter measurements. 

(6) A 4% systematic error was taken for the NO, converter efficiency. 
This reflects the f 15% uncertainty of an individual measurement improved 
by the relatively large number (about 15) of such efficiency measurements 
which were made. For the Mohr’s salt converter the same uncertainty was 
taken since fewer efficiency measurements were made and this converter has 
not been as well investigated as the Pt-Rh converter. In either case the 
systematic error contribution is no more than 0.1%. 

The total systematic error is obtained by addition of these error esti- 
mates; it is conservative since it is unlikely that alI these errors will be in the 
same direction. 

3. Results 

The results obtained are summarized in Table 1. Within each group the 
R values, R0 and RHe , respectively, may be seen to be independent of [NsO] , 
of irradiation time, of whether a Mohr’s saIt or Pt-Rh converter was used in 
the X,o determination and, for the undiluted NsO experiments, of whether 
the photolyzed sample was brought to atmospheric pressure with helium in 
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TABLE 1 

Summary of R = kl,Jklb measurements 

We1 
(ToIT)~ 

CNsOl AQ, XN* 

(Torr) (min) 
xNO Ri Oi Systematic 

error in Ri 

0 28.8 129 0.0670 0.0527 
0 54.2 60 0.0299 0.0243 
0 100.0 57 0.0240 0.0193 
0 116.5 50 0.0185 0.0151 
0 128.5 30 0.0072 0.0059 
0 128.5 60 0.0130 0.0107 

Weighted mean, standard deviation and average 

0.77 0.102 0.082 
0.73b 0.093 0.084 

0.74 0.073 0.090 
0.72’ 0.093 0.066 
0.72 0.098 0.072 
0.71 0.093 0.071 

systema tic error 

&J and its estimated accuracy 

0.734 0.037 0.078 
(5.0%) (10.6%) 

0.734 + 0,113 

648.0 29.1 50 0.00115 0.00079 o.95c 0.096 0.06s 
730.4 29.5 110 0.00255 0.00193 0.82 0.074 0.070 
724.0 34.0 81 0.00188 0.00132 0.93 0.086 0.075 
725.0 35.5 86 0.00176 0.00134 0.81 0.077 0.070 
719.5 40.5 93 0.00196 0.00152 0.79 

o.9gc 
0.072 0.06a 

628.0 51.5 60 0.00211 0.00142 0.06v 0.071 
622.1 66.0 90 0.00246 0.00162 1.00= 0.060 0.072 
669.8 73.5 45 0.00154 0.00102 1.04 0.072 0.10, 
688.0 75.5 45 0.00191 0.00139 0.87 0.045 O.O8g 
668.0 97.0 49 0.00280 0.00181 1.04 0.08, 0.10s 

Weighted mean, standard deviation and average 
systematic error 

EI+ and its estimated accuracy 

0.919 0.022 O.O8o 
(2.4%) (8.7%) 

0.91+-j f 0.100 

‘1 Torr = 133.3 Pa = 3.33 X 1016 particles ml-’ at 290 K. 
bPhotolysis mixture brought to atmospheric pressure with helium before analysis; in all 
other experiments with undiluted N20 the samples were transferred directly at low 
pressure. 
’ [NO, ] analysis used Mohr’s salt converter; in all other experiments the Pt-Rh converter 
was used. 

the reactor or was transferred to the g.c. and the dilution flask at reaction 
pressure. 

Since all the systematic errors, except for the g.c. calibration, are the 
same for the experiments with and without helium, the difference between 
these two groups should be judged by the random errors in the respective 
ratios plus the f 1.2% and + 1.8% uncertainty in the g.c. calibrations for these 
two sets of experiments, respectively. Calculated this way R. = 0.734 f 0.059 
and RHe = 0.91s + 0.03s. Their ratio 0.7gg It: 0.09s is indicative of a definite 
influence of the presence of helium. 

Summing all the estimated systematic errors with CT yields 

RO = 0.734 k 0.113 &Ie = 0.919 + 0.100 
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4. Discussion and conclusions 

The value determined for R0 (0.73 f 0.11) is in good agreement with 
those of Heicklen et al. [7] (0.65 f O-10), Davidson et al. [ 121 (0.68 + 0.11) and 
Ghormley et al. [6] (0.70). The error figures quoted pertain to reasonable 
estimates of accuracy, as given in their papers. The experimental conditions 
of ref. 6, however, are not clearly defined, and so a dependable accuracy 
estimate does not seem possible. The mean value of WP [4] (R, = 0.97) is 
further removed but that R value and the present one lie within the combined 
error limits of 0.17 (WP) + 0.11 (present work)+ = 0.28. One difference from 
the present experiment is that WP used continuum radiation from a flashlamp 
and photolyzed NzO over the 185 - 230 nm region. However, the radiation 
intensity from such lamps increases by about a factor of 3 over this range 
toward the long wavelength end [ 17 1, while the photodissociation cross 
section decreases by a factor of 10s in the same direction 1181. This suggests 
that most O(‘D) was produced with energies close to those of the present 
work. Moreover, since Heicklen et al. [7] did not see an influence on R in 
either undiluted NaO photolysis or NaO-He photolysis between 184.9 and 
213.9 nm radiation, this is an unlikely explanation for the apparent variation 
in RO. R. = 0.8 + 0.1 would be within the error limits of all the determinations 
and it would be an optimistic assessment of the accuracy of the various 
results now available to attribute physical significance to the different mean 
values. - 

Consider now our Rue = 0.92 * 0.10. This result is in agreement with 
the sets of results of Heicklen [ 71 (0.83 + O.lO), Davidson et al. [ 121 (0.79 + 
0.13) and WP [4] (1.00 f 0.17). Therefore, we concur with Heicklen’s [7] 
recommendation, based on an assessment of the then available literature, of 
R = 0.9 + 0.1 for thermally modified O(lD). Such O(lD) probably compares 
more closely than does hot O(lD) to that reacting in the stratosphere, con- 
sidering that only about one collision in ten with Nz and 0s. the major 
“bath” compounds present, leads to O(‘D) electronic quenching [ 19 J . 

It remains somewhat mystifying that the Ottawa workers [4,5] find no 
evidence for an influence of helium on R. Neither did WP observe an effect 
of added neon. However, their error limits do not exclude such effects. The 
present Ro/RH, = 0.80 + 0.10 may be compared with that which can be 
calculated from the other works, using the sum of the percentage standard 
deviations of the R,, and RHe measurements to arrive at the uncertainty 
limits, i.e. Ro/RH, of 0.97 f 0.24 for WP [4], 0.85 f 0.08 for Davidson et al. 
[ 121 and 0.78 f 0.14 for Heicklen [ 71. Preston’s work [ 51 contains only one 
helium-modified measurement, which measurement allows the rough estimate 
&I%e = 1.17 f 0.4, where the error limit is taken to be double that for 
their pure NsO photolysis experiments. All of these values overlap within the 

+The most reliable [ 71 value of the set of measuremen? made by Preston et aZ. [ 61 
(R = 1.01 with a standard deviation of 0.06) pertains to 0( D) from NO2 photolysis 
under conditions leading to little excess energy and probably compares better with the 
kinetically modified results discussed in the next paragraph. 
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stated error limits and we conclude that the helium-induced kinetic energy 
modification effect is real. The existence of this effect is also qualitatively con- 
sistent with the existence of a temperature dependence of RHe, discussed by 
Davidson et al. [ 121. 
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